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Abstract 
 

Bayes' theorem incorporates distinct types of information through the likelihood and 
prior. Direct observations of state variables enter the likelihood and modify posterior 
probabilities through consistent updating. Information in terms of expected values of state 
variables modify posterior probabilities by constraining prior probabilities to be 
consistent with the information. Constraints on the prior can be exact, limiting 
hypothetical frequency distributions to only those that satisfy the constraints, or be 
approximate, allowing residual deviations from the exact constraint to some degree of 
tolerance. When the model parameters and constraint tolerances are known, posterior 
probability follows directly from Bayes' theorem. When parameters and tolerances are 
unknown a prior for them must be specified. When the system is close to statistical 
equilibrium the computation of posterior probabilities is simplified due to the 
concentration of the prior on the maximum entropy hypothesis. The relationship between 
maximum entropy reasoning and Bayes' theorem from this point of view is that 
maximum entropy reasoning is a special case of Bayesian inference with a constrained 
entropy-favoring prior. 
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1 Two forms of statistical information

Information structures statistical analysis in two distinct ways.1 We can illustrate these

two forms of information in the context of the multinomial model of an urn of unknown

composition represented by a normalized frequency distribution. In this case the unknown

variable is the frequency distribution describing the composition of the urn. Each hypoth-

esized composition frequency distribution determines the likelihood of drawing any specific

sample. Bayesian inference constructs a posterior distribution over the space of hypotheti-

cal frequency distributions conditional on sample data as the product of a prior probability

that assigns a probability to each hypothetical frequency distribution and the likelihood that

incorporates the sample data.

One form of information, then, is a sample comprising observations from the system. Ob-

servational information shapes posterior inferences through the Bayesian likelihood. Drawing

and observing a red ball from an urn of unknown composition, for example, requires consis-

tent updating of posterior probabilities over hypothetical compositions of the urn to assign

a zero probability to any hypothetical composition with zero red balls. Information in the

form of a sample of direct observations is common in the social sciences where researchers

have limited direct access to quantitative and qualitative reports of individual phenomena.

A second form of information is theoretically or experimentally determined expected val-

ues of relevant quantities that constrain the hypothetical frequency distributions describing

the composition of the urn. Information in the form of experimental or theoretical con-

straints shapes posterior inference through the Bayesian prior by assigning zero or low prior

probability to hypothesized distributions that fail to meet the constraints. These constraints

may also be expressed in terms of conditional expectations, or any other limits on the hy-

pothetical frequency distribution describing the system state. Information in the form of

expectations is common in physical sciences where direct observation of, e.g. the momentum

or position of individual molecules in a thermodynamic system is not feasible, but macro-

scopic experimental averages such as the energy or temperature of a gas can be measured or

predicted.

A general framework for drawing consistent posterior degrees of belief must be able to

incorporate both forms of information as a mixture of moment constraints and direct sample

observations.2

Jaynes [1983] demonstrated that information in the form of expectations that constrain

hypothesized frequencies describing a system such as the composition of an urn can be

1See Foley and Scharfenaker [2023, ch 4-6] manuscript for details.
2As Jaynes [1988a] acknowledged, “In almost all real problems of scientific inference we need to take into

account our total state of knowledge, only part (or sometimes none) of which consists of frequencies.”
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incorporated into statistical estimation by maximizing the Shannon informational entropy

of the hypothesized distribution subject to whatever constraints apply.3 More recently, Golan

[2018] has demonstrated for a broad class of model settings why using hypothesized frequency

distributions that maximize informational entropy subject to constraints as estimates of

the system state lead to robust and convincing statistical conclusions. The logic behind

the principle of maximum entropy is that maximizing informational entropy adds the least

possible information to the explicit information represented by the constraints and therefore

is the procedure least likely to bias estimates.

Jaynes [1957] also demonstrated that the principle of maximum entropy inference is

closely related to the concept of statistical equilibrium from statistical physics, which turns

out to have important implications for the connection between the principle of maximum

entropy and Bayesian inference.

While Jaynes strongly advocated and advanced both the principle of maximum entropy

[Jaynes, 1979] and Bayes’ theorem as logical methods of inference [Jaynes, 2003] his account

of the relationship between the two was less than complete.

We have at present two principles, Bayes’ theorem and MAXENT, that are held to have

some fundamental status. The practitioners of the art sometimes use one, sometimes

the other; but beginners and critics alike seems puzzled by how we choose between

them. How are these principles related to each other? Are they mutually consistent or

in conflict? What is the proper place of each in our toolbox?[Jaynes, 1988b]

Since 1981 the MAXENT workshop, organized in part by Jaynes, has been exploring the

relationship between maximum entropy and Bayesian methods in physical and social sciences.

These workshops have significantly advanced our understanding of these two methods, but

there remains some mystery and disagreement about the relationship between the principle

of maximum entropy and Bayes’ theorem, particularly on the question of which is more

fundamental to statistical inference. In some cases [Giffin and Caticha, 2007; Caticha and

Giffin, 2006; Williams, 1980; Zellner, 1988] Bayes’ theorem appears as a special case of the

principle of maximum entropy, while in others [Seidenfeld, 1986; Campenhout and Cover,

1981; Skyrms, 1985; Good, 1992] Bayes’ theorem appears as the fundamental principle of

inference with maximum entropy arising as a special case.

While Jaynes [1988a] recognized that a logical method of inference should incorporate

both information in the form of direct observations of the state space that generate a Bayesian

likelihood as well as theoretical or experimental information that constrains hypothesized

state space configurations, he often contrasts these types of information in separate settings.

3See also Soofi [1994, 2000] for a brief overview on information theoretic methods.
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Rather than demonstrating how both types of information influence the inferred posterior

distribution by shaping the prior and likelihood, he obscures the problem setting by focusing

on the ways frequentist methods such as the Darwin-Fowler method [Darwin and Fowler,

1922]4, are less convincing ways of arriving at the same result as one would get by maximizing

the information entropy subject to constraints.

If a statement d referring to a probability distribution in space S is testable (for ex-

ample, if it specifies a mean value 〈f〉 for some function f(i) defined on S), then it can

be used as a constraint in PME; but it cannot be used as a conditioning statement in

Bayes’ theorem because it is not a statement about any event in S or any other space.

Conversely, a statement D about an event in the space Sn (for example, an observed

frequency) can be used as a conditioning statement in applying Bayes’ theorem, where-

upon it yields a posterior distribution on Sn which may be contracted to a marginal

distribution on S; but D cannot be used as a constraint in applying PME in space S,

or about any probability distribution over S... whether we use maximum entropy in

space S with a constraint fixing an average 〈f〉 over a probability distribution, or apply

Bayes’ theorem in Sn with a conditioning statement fixing a numerically equal average

f̄ over sample values, we obtain for large n identical distributions in the space S...

PME leads us directly to the same final result, without any need to go into a higher

space Sn and carry out passage to the limit n→∞ by saddle-point integration.[Jaynes,

1979]

The ways the principle of maximum entropy and Bayes’ theorem have been contrasted

and related are uneven have led to considerable confusion. In hopes of clarifying how we

“take into account our total state of knowledge”, we develop the argument here that Bayes’

theorem is the logical starting point for incorporating and updating any type of informa-

tion. When information is in the form of direct observations of state variables it modifies

posterior probabilities through the likelihood. Theoretical and experimental information on

expectations or other properties of hypothesized frequency distributions modifies posterior

probabilities through a constrained entropy prior that assigns higher prior probability to

hypotheses that have higher entropy and meet the constraints.

The principle of maximum entropy is a logically compelling way of incorporating exper-

imental and theoretical information into the prior. When we use the principle of maximum

entropy to derive estimates of frequency distributions describing the system state, we en-

counter two possibilities. When we know the exact or approximate values of the constraints

(as with experimental information) the Lagrange multipliers associated with the constraint

4This method derives the distributional expression of the partition of energy in an ensemble of a large
number of microsystems with a given total energy.
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are known and we condition all unknown model parameters on this information. When we

do not know the values of the constraints (as with theoretical determined expectations whose

experimental value is unknown) we must assign a prior over those values and include our

uncertainty about the Lagrange multipliers, now model parameters, to assign a posterior

distribution to the space of hypotheses. When the system is close to statistical equilibrium

the prior over hypotheses will be sharply peaked at the entropy maximizing hypothetical

distribution and the posterior distribution will concentrate on the entropy maximizing hy-

pothetical distribution.

2 Systems, State Spaces, and Data

A system about which we want to make inferences is defined by a state space, which we

denote X , with individual states x ∈ X . We define the state space as the product of R

subspaces X = X1 × . . .× XR, so that a state x = {x1, . . . , xR}. A Bayesian hypothesis for

the system is a normalized assignment of frequency weights q[.] : X → [0, 1],
∑
X q[x] = 1.

When the state space X is a finite set with K elements we use the notational convention

that q[X ] is a K-dimensional vector representing the hypothesis distribution over states.

For N exchangeable data observations from a system with K states we represent these

data with the sufficient statistic describing the macrostate of the system n = {n1, . . . , nK}
describing the frequency of observations for each K categories. We can also express the data

in terms of the relative frequencies of each state, which we refer to as the data distribution

p[X ] = {p1 = n1

N
, . . . , pK = nK

N
}. Under exchangeability any data with the same n is assigned

an equal probability and the likelihood for a sample n conditional on a hypothesis of relative

frequencies q[X ] = {q1, . . . , qK} is:

P [p[X ]|q[X ]] ∝ qn1
1 q

n2
2 . . . qnKK = eNp[X ]·log[q[X ]] ∝ e−NH[p[X ]‖q[X ]] (1)

where H[p[X ]‖q[X ]] is the relative entropy (or Kullback-Leibler divergence) of the hypothesis

distribution q[X ] to the data distribution p[X ]. Because we can express any state space

in terms of a multinomial system through an appropriate coarse-graining, the Multinomial

likelihood acts as a type of “universal” likelihood that is an appropriate setting for illustrating

the fundamental relationship between Bayes’ theorem and the principle of maximum entropy

[Kullback, 1967].

Posterior inference requires the addition of a prior over the hypotheses q[X ]. If, following

Jaynes [1983] and Golan [2018, Ch. 4], we adopt prior probability that favors hypothesized
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frequency distributions that have a higher Shannon informational entropy, we minimize the

information the prior imposes on the analysis of the system. A Shannon entropy favoring

prior is expressed as:

P [q[X ]] ∝ eH[q[X ]] = e−q[X ]·log[q[X ]] (2)

The posterior distribution of the hypothetical frequencies q[X ] conditional on a data dis-

tribution p[X ] with an entropy favoring prior is a fundamental statistical model for drawing

inferences from multinomial systems and takes the form5:

P [q[X ]|p[X ]] ∝ eH[q[X ]]e−NH[p[X ]‖q[X ]] (3)

3 Model Constraints

Any information we have about a system constrains the class of models we consider in as-

signing posterior probabilities. Incorporating new information into probability assignments,

either in the form of observed data that enter the likelihood or in the form of experimental or

theoretical considerations that constrain the prior, modifies the joint data-hypothesis space

as expressed in the posterior distribution. Bayes’ theorem consistently reallocates probability

from the class of models inconsistent with the information to the class of models that remain

feasible. These considerations imply that when we have information in the form of a mixture

of direct observations that partially reveal the state of the system as well as theoretical or

experimental information, we should adopt a constrained entropy-favoring prior to reflect

the degree to which the hypothesis meets the constraints and then apply the observations

through a likelihood function to the prior in order to compute the posterior conditional on

the available information.

Given a well-defined state space X , we define an approximate model constraint on a

hypothesis q[X ] based on a D-dimensional residual function gθ[·] : X → RD such that

gθ[X ] is a D-dimensional vector of residual differences of the system from the model pre-

dictions described by a vector of parameters θ. The constraint on the hypotheses gener-

ated by this system of residuals can be written in terms of the expected squared residuals:

|gθ[X ]|2 · q[X ] = s2. While it is possible to impose the constraints exactly, exact constraints

effectively overdetermine the system. Common statistical practice avoids this problem by

5See Ehsan S. Soofi and Habibullah [1995]; Soofi and Retzer [2002] for details of estimation of this class
of models
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permitting the constraints to hold only to some degree of approximation, which we repre-

sented by a vector of tolerances s2. These tolerance parameters increases the number of

degrees of freedom of the system, effectively transforming the overdetermined problem into

an underdetermined problem.

The Constrained Maximum Entropy (CME) problem with approximate satisfaction of

the residual constraints that defines the prior over hypothesis space q[X ] is:

max
q[X ]∈QK

−
∑
X

q[x] log[q[x]] (4)

subject to
∑
X

|gθ[x]|2q[x] = |gθ[X ]|2 · q[X ] = s2 (5)

where the normalized CME prior distribution lies in the K-dimensional unit simplex QK =

{q[X ]|1K · q[X ] = 1}
This problem has the Lagrangian and first-order conditions, which are necessary and

sufficient to characterize the solution:

L[q[X ],λ] = −
∑
X

q[x] log[q[x]]− λ ·

(∑
X

|gθ[x]|2q[x]− s2

)
∂L
∂q[x]

= − log[q[x]]− λ · |gθ[x]|2 = 0

log[q[x]] = −λ · |gθ[x]|2

q̂θ,λ[x] =
e−λ·|gθ [x]|2∑
X e
−λ·|gθ [x]|2

(6)

Where λ is an D-dimensional vector of Lagrange multipliers corresponding to the residu-

als. Writing the Lagrange multipliers as inverse variances, λ = 1
σ2 , we can see that the con-

strained maximum entropy distribution with approximate constraints on the mean squared

residual deviations of the system is a joint-normal distribution. Maximizing the entropy

subject to the approximate constraints leads to a reference CME distribution that is pa-

rameterized by the Lagrange multipliers on the constraints. This expression is the Legendre

transformation that is widely used in statistical mechanics.

q̂θ,σ[x] =
e
−1D·

∣∣∣gθ [x]

σ

∣∣∣2∑
X e
−1D·

∣∣∣gθ [x]

σ

∣∣∣2 (7)
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where 1D is a D-dimensional vector of ones. If we know the constraint parameters θθθ and the

tightness of the constraints σσσ, the posterior conditional on this information and the data is:

P [q[X ]|p[X ], θθθ,σσσ] ∝ e
H[q[X ]]−111D·

∣∣∣gθ [X ]

σσσ

∣∣∣2·q[X ]
e−NH[p[X ]‖q[X ]] (8)

and posterior inference is a straightforward application of Bayes’ theorem. If we do not

know θθθ,σσσ, we have to supply a prior over these parameters in order to derive a posterior

joint probability over the hypothesis, θθθ,σσσ, q[X ], conditional on the data:

P [θθθ,σσσ, q[X ]|p[X ]] ∝ P [θθθ,σσσ]P [q[X ]|p[X ], θθθ,σσσ] (9)

= P [θθθ,σσσ]e
H[q[X ]]−111D·

∣∣∣gθ [X ]

σσσ

∣∣∣2·q[X ]
e−NH[p[X ]‖q[X ]] (10)

= P [θθθ,σσσ]e−H[q[X ]‖q̂θθθ,σσσ [X ] ]e−NH[p[X ]‖q[X ]] (11)

The equation above demonstrates that there are two mathematically equivalent ways

to formulate the constrained entropy-favoring prior. Eq 10 expresses the prior as tradeoff

between the entropy of the hypothesis distribution and the degree to which it approximately

satisfies the constraints. Eq 11 indirectly expresses the same concept as the divergence of

the constrained maximum entropy distribution, which is the best one can do in trading off

entropy and the constraint, from the hypothesis distribution. This second formulation of

the constrained entropy-favoring prior emphasizes the role of the CME distribution as a

benchmark against which alternative hypotheses have to compete.

If we want to draw inferences over the model parameters and degrees of approximation,

θθθ,σσσ, then the hypothetical frequencies q[X ] are “nuisance” parameters that we want to

marginalize over:

P [θθθ,σσσ|p[X ]] ∝ P [θθθ,σσσ]

∫
Q
e
H[q[X ]]−111D·

∣∣∣gθ [X ]

σσσ

∣∣∣2·q[X ]
e−NH[p[X ]‖q[X ]]dq[X ] (12)

This integral is not in general evaluable except by numerical approximation for specific

data. If, however, the term e
H[q[X ]]−111D·

∣∣∣gθ [X ]

σσσ

∣∣∣2·q[X ]
is sharply peaked at its maximum, q̂θθθ,σσσ[X ],

or, equivalently, the system is close to statistical equilibrium given the constraints, then

almost all the weight of the integral will be on the CME distribution, and we can use saddle-

point integration for approximating the integral.6 In our case we want to approximate the

6Saddle-point integration approximates integrals of the form,
∫
eNg[x]dx. When the integral is sharply
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partition function of 8:

Z[p[X ],θ,σ] =

∫
Q
e
H[q[X ]]−111D·

∣∣∣gθ [X ]

σσσ

∣∣∣2·q[X ]
e−NH[p[X ]‖q[X ]]dq[X ] (13)

≈ 1

Z[q̂θθθ,σσσ[X ]]
e−NH[p[X ]‖q̂θθθ,σσσ [X ] ] (14)

∝ e−NH[p[X ]‖q̂θθθ,σσσ [X ] ] (15)

where Z[q̂θθθ,σσσ[X ]] is the Gaussian approximation of the integrand evaluated at its maximum

value. Under the saddle-point approximation the posterior is:

P [θθθ,σσσ|p[X ]] ∝ P [θθθ,σσσ]

∫
Q
e
H[q[X ]]−111D·

∣∣∣gθ [X ]

σσσ

∣∣∣2·q[X ]
e−NH[p[X ]‖q[X ]]dq[X ] (16)

≈ P [θθθ,σσσ]e−NH[p[X ]‖q̂θθθ,σσσ [X ] ] (17)

This expression will be a good approximation to the exact model posterior when the sys-

tem is close to statistical equilibrium. When the system is not close to statistical equilibrium

the integral in 13 will not be sharply peaked and saddle-point integration will not provide be

a good approximation to the model posterior distribution. In these circumstances we would

have to evaluate 11 explicitly.

4 Examples

We consider three examples that illustrate distinct informational settings. The first con-

siders the scenario when the only information is in the form or theoretical or experimental

peaked it can be approximated by the maximum value of the integrand, obtained at the point x̂ that
maximizes the exponent of g[x]. Expanding the exponent around the maximum:

g[x] ≈ g[x̂]− 1

2
|g′′[x̂]| (x− x̂)2 + · · ·

At the maximum, the first derivative g′[x̂] = 0 and g′′[x̂] < 0. When the integrand is negligibly small outside
the neighborhood of x̂ the integral is approximated with the standard Gaussian integral:∫

e−Ng[x]dx ≈

√
2π

N |g′′[x̂]|
e−Ng[x̂] ∝ e−Ng[x̂]

Extremizing the integrand of partition functions are often used in statistical physics, for example to find the
standard formula for pressure in the Gibbs canonical ensemble or in deriving Stirling’s approximation for
N !.
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information that determined an expected value that constrains the hypothetical frequency

distributions describing the system. In this example the posterior distribution is propor-

tional to the prior. The second example considers linear regression, the scenario when the

information is in the form of direct observations that partially reveal the state of the system

as well as in a specification of a linear relationship between observable variables with an

approximate residual constraint. In this example the posterior distribution is proportional

to the Gaussian likelihood when a uniform prior over the model parameters is prescribed.

In the third example, we incorporate both forms of information as a mixture of moment

constraints and direct sample observations.

We first consider the two extreme examples. In the simplest setting when there is no

data sample to fit (N = 0) and there are no theoretical constraints the posterior reduces to

the entropy-favoring prior alone:

P [q[X ]|p[X ]] ∝ eH[q[X ]] (18)

Maximizing the posterior implies a uniform distribution over the K outcomes of the

system, and puts all the prior probability on the uniform distribution at the center of the

simplex QK . While the situation of no information is of limited scientific interest it helps to

illustrate the type of inferential reasoning associated with games of chance and is consistent

with Laplace’s principle of insufficient reason.

In the case where there is data in the form of relative frequencies p[X ] but no theoretical

or experimental information in form of moment constraints the posterior reduces to the

entropy-favoring prior and the multinomial likelihood:

P [q[X ]|p[X ]] ∝ eH[q[X ]]e−NH[p[X ]‖q[X ]] (19)

Maximizing the posterior will compromise between maximizing entropy in the prior and

fitting the data in the likelihood. This situation is more often encountered in social sci-

ences where observed data samples are the only information incorporated into the statistical

analysis.

We now consider an example from statistical physics to illustrate the situation of the-

oretical constraints with no data and approximate constraints on the data with a linear

hypothesis, the example of linear regression, and an example of a mixture of moment and

data constraints in a problem of statistical equilibrium in economic interactions.
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4.1 Moment constraints in statistical mechanics

An elementary problem in statistical physics is describing the state of an ideal gas, closed off

from external influences, that consists of a very large number, N , of identical rapidly moving

particles undergoing constant collisions with each other and the walls of their container.

When N is large (on the order of Avogadro’s number) it becomes informationally infeasible

to derive the thermodynamic features of the gas, such as the temperature and pressure

of the gas from a complete microscropic description of the gas, which would require 3N

coupled second order differential equations describing the time evolution of the positions of

the particles in three-dimensional space. Information in the form of direct observation of

the state of the system the momentum and position of each molecule is not feasible. As

Maxwell and Boltzmann showed, however, we can create an ensemble of systems with the

same coarse-grained state space each described by the same set of microscopic forces and

macroscopic thermodynamic variables. It is then possible to draw powerful conclusions about

ensembles despite our inability to solve the equations of motion for any one of the constituent

systems. In this situation, a model consists of a frequency distribution over the positions

and momenta of the particles constituting the system and the average values observed for

the system constitute constraints the models must meet. For example, if the total energy is

specified, and since the energy, E[.] : X → R≥0, of each particle depends on its momentum,

the hypothesis of a given energy constitutes a constraint on the average energy across all

particles:

Eq[.][E[x]] =
∑
X

E[x]q[x] = Ē (20)

If we know Ē we can eliminate any model that is inconsistent with the expected value

constraints since they are impossible as explanations of the behavior of the system. Because

the number of constraints imposed by the observed averages will most likely be smaller than

the degrees of freedom allowed for the parameters characterizing the model the problem

is underdetermined. We deal with the indeterminacy by assigning a prior probability that

ranks the possible models consistent with the constraints.

max
q[X ]∈QK

−
∑
X

q[x] log[q[x]]

subject to
∑
X

E[x]q[x] = Ē
(21)

11



We construct the Legendre transform by maximizing entropy subject to the model con-

straints, which results in a frequency distribution parameterized by the Lagrange multipliers

of the CME problem:

q̂λ[X ] ∝ e−λE[x] = e−
E[x]

σ2 (22)

Because in this case there is no likelihood component to Bayes’ Theorem the posterior

probability distribution 3 is just proportional to the constrained prior probability distribution

and entropy favoring component of the prior:

P [q[X ]|p[X ]] ∝ eH[q[X ]]e−
E[x]

σ2 = e−H[q[X ]||q̂σ [X ]] (23)

The posterior distribution assigns probabilities to distributions in the simplex QK pro-

portional to the exponential of the Kullback-Leibler divergence of the hypothesis distribution

to the CME distribution. When the constraint tolerance σ > 0 the posterior assigns a pos-

itive probability to every distribution in the simplex QK consistent with the information.

The prior probability effectively ranks the possible models consistent with the constraints

thus dealing with indeterminacy arising from the underdetermination of the problem.

4.2 Sample observation constraints in linear regression

In linear regression the system state typically consists of R observed variables that partially

reveal the state of the system and interest lies in the correlation between the R− 1 variables

that constitute the “design matrix” of independent variables and the Rth variable that defines

the “dependent variable”. The system state can also be specified as R + 1 variables which

includes the constant 1 as the first variable so that x = {1, x1, . . . , xR}. The linear hypothesis

is

xR = β0 + β1x1 + . . . βR−1xR−1

or x · {β,−1} = 0 where β is an R-dimensional vector of regression coefficients. In this case

there is a single unobserved vector of residuals that are the difference between the predicted

and observed dependent variable, gβ[x] = x · {β,−1}. A model for the linear hypothesis

makes assertions about the joint distribution of residuals. In this linear case, the imposition

of exact constraints, gβ[x] = 0, constraints the posterior distribution over the hypothesis to
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only those frequency distributions that assign positive probabilities to states that fall exactly

on the hypothesized linear relationship. Since the likelihood of any real system satisfying the

exact linear theoretical constraints is effectively zero, the system becomes overdetermined.

If the constraints are allowed to hold approximately to some degree of tolerance we can write

∑
X

|gβ[x]|2q[x] = |gβ[X ]|2 · q[X ] = s2 (24)

The imposition of approximate constraints transforms an overdetermined problem into

an underdetermined problem by introducing additional degrees of freedom in the vector of

tolerances s2. Because the system is underdetermined the observable states of the system

will now be compatible with more than one member of the class of models and an assumption

of a prior probability is necessary to resolve this indeterminacy. The approximate constraint

implies the scaled mean squared residuals |gθ [X ]
β
|2 will form a D × K dimensional matrix,

and we can write the constraint-favoring component of the prior:

q̂β,σσσ[X ] = e
−1D·

∣∣∣∣gβ [X ]

σ

∣∣∣∣2·q[X ]
(25)

If in general we favor hypothetical distributions that satisfy the constraints and also have

higher entropy

P [q[X ]] ∝ eH[q[X ]]e
−1D·

∣∣∣∣gβ [X ]

σ

∣∣∣∣2·q[X ]
= e−H[q[X ]‖q̂βββ,σσσ [X ] ] (26)

As σ → ∞ the constraint 24 becomes non-binding and the prior becomes proportional

to eH[q[X ]]. If the vector of tolerances are known, but the parameters of the linear model

hypothesis are unknown then posterior estimation is done through evaluation of

P [βββ, q[X ]|p[X ],σσσ] ∝ e
H[q[X ]]−111D·

∣∣∣∣gβ [X ]

σσσ

∣∣∣∣2·q[X ]
e−NH[p[X ]‖q[X ]] (27)

We know from 17 that if the system is close to statistical equilibrium (which is presumably

what makes the hypothesis valid), the posterior is approximately proportional to:
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P [β|p[X ],σσσ] ∝∼ P [β]e−NH[p[X ]‖q̂β,σσσ [X ] ] (28)

If both model parameters and tolerances are unknown we need to evaluate

P [β,σσσ|p[X ]] ∝∼ P [β,σσσ]e−NH[p[X ]‖q̂β,σσσ [X ] ] (29)

If we assign a uniform prior probability over the model parameters of the form P [β,σσσ] =
dβ
σσσ

the posterior becomes proportional to the likelihood.

4.3 Mixture of information: quantal responses in social interac-

tions

A third example that demonstrates how a mixture of moment constraints and information in

the form of direct observations shapes posterior inference is the economic model of quantal

response statistical equilibrium (QRSE) developed in Scharfenaker and Foley [2017]; Schar-

fenaker [2020b,a]; Scharfenaker and Foley [2023]; dos Santos and Scharfenaker [2019]. In

this case we have observable data on a social outcome that is brought into a statistical

equilibrium by the purposive behavior of individual agents interacting in a decentralized

competitive environment. For example, Adam Smith’s theory of profit rate equalization is

based on the theory that the disposition of competitive capitalist firms implies that capital

will move away from sectors of production with low profit rates and crowd into sectors with

high profit rates. The movement of capital has the unintended consequence of lowering the

profit rate in those sectors with above average profit rates, and raising profit rates for sectors

with below average profit rates. The negative feedback of the mobility of capital generates

strong statistical regularities in the distribution or profit rates [Scharfenaker and Semieniuk,

2017; Farjoun and Machover, 1983] that reflects an underlying statistical equilibrium in firm

states. In this scenario we have access to information in form of data from firms’ balance

sheets that can be used to calculate their rate of profit, as well as information in form of

theoretical constraints on the average behavior of capitalist firms and the negative feedback

of capital investment on the rate of profit.

The individual components of the system are competitive capitalist firms. At any moment

in time each firm characterized by its profit rate state, x representing the social outcome, and

a quantal action variable a ∈ {entry, exit}, representing a behavioral theory of investment

of capitalist firms who either entering or exiting the sector of production in which its profit
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rate is observed. The theoretical state of the system is a joint frequency distribution over

profit rates and quantal actions f [x, a].

Theoretical considerations on profit rate equalization imply informational constraints on

the conditional frequency f [a|x], representing the tendency of a typical firm to exit markets

with low profit rates and enter markets with high profit rates, and the conditional frequency

f [x|a], which represents the negative impact of firm entry on profit rates and positive impact

of firm exit on profit rates. If we constrain firm behavior to be probabilistically described

by the softmax function that reflects the decentralized nature of competition we have:

f [entry|x] =
1

1 + e−
x−µ
T

(30)

f [exit|x] =
1

1 + e
x−µ
T

(31)

where µ is the profit rate at which firms are indifferent between entering and exiting and

T is the scale of behavioral fluctuations representing the sensitivity of firms to profit rate

differentials.

The constraint representing the theoretical information on the negative feedback of en-

try/exit decisions on profit rates can be expressed in terms of a limiting difference between

the expected profit rates conditional on entry and exit.

f [entry]Ef [x− α|entry]− f [exit]Ef [x− α|exit] ≤ δ (32)

The parameter α represents the central tendency toward which competition pushes the

profit rate in response to entry and exit. This is a constraint on conditional expectations

parallel to the constraints in statistical mechanical models. The parameter δ that represents

the limits to the differences in conditional expectations is inherent in the Smithian theory of

competition. Even though δ cannot be observed directly from data it is accessible indirectly

through the methods of Bayesian inference, since it is part of the hypothesis in the Bayesian

framework.7 From the definition of conditional expectations we can write the constraint 32

in terms of the conditional frequencies f [a|x] and use the specification in 30 to simplify the

expression of 32 as:

7See Amos Golan and Perloff [1996] for similar application using maximum entropy.
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∫
X

tanh

[
x− µ
T

]
f [x](x− α)dx ≤ δ (33)

Maximizing the entropy of the joint distribution f [x, a] representing the state of the sys-

tem subject to the theoretical constraints of profit rate equalization defines the Constrained

Maximum Entropy problem8:

max
f [x,a]

H[f [x, a]] = H[f [x]] +

∫
X
f [x]H[f [a|x]]dx (34)

subject to

∫
X
f [x]dx = 1 (35)

and

∫
X

tanh

[
x− µ
T

]
f [x](x− α)dx = δ (36)

The CME problem can be solved for the marginal frequencies of observable profit rates:

f̂ [x] ∝eHµ,T [f [a|x]]e− tanh[x−µT ]x−αS (37)

The parameter S is the inverse of the Lagrange multiplier corresponding to the compe-

tition constraint (32). It has the same dimensions as the profit rate, and can be interpreted

as the scale on which competition equalizes the profit rate. The posterior distribution is

described for the joint hypothesis over q[X ], µ, T, α, S. If profit rate equalization is achieved

on a time scale short enough for us to treat the observations as coming from a system in

statistical equilibrium the posterior will be approximately equal to

PQRSE[µ, T, α, S|x] ∝ P [µ, T, α, S]eHµ,T [f [a|x]]e− tanh[x−µT ]x−αS (38)

With an appropriate coarse graining of profit rates, the system can be described in terms

of the multinomial likelihood 1.

P [µ, T, α, S|p[X ]] ∝∼ P [µ, T, α, S]e−NH[p[X ]‖q̂µ,T,α,S [X ] ] (39)

8Where we use the decomposition of joint entropy into the marginal and conditional entropies to solve
the problem.
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where

q̂µ,T,α,S[X ] ∝eHµ,T [f [a|x]]e− tanh[x−µT ]x−αS (40)

In the Bayesian framework the solution to the CME problem 37 provides the likelihood

for inferences concerning the parameters µ, T, α, S given appropriate priors. The information

corresponding to the theoretical constraints implied by profit rate equalization determines

the class of distributions consistent with the information. This information shapes the pos-

terior distribution by modifying the prior in 3. When the system is close to statistical

equilibrium and the Lagrange multipliers are unknown, they become part of the hypothe-

sis and posterior inference centers on estimating their values conditional on observed profit

rates. In this example we have a mixture of information, the theoretical moment constraint

33 and profit rate data from firm balance sheets. The theoretical information determines the

class of distributions 37 consistent with the information that imply a likelihood for Bayesian

estimation given information in the form of direct observations of firm profit rates.

5 Conclusion

Bayes’ theorem tells us that the joint assignment of probabilities as degrees of belief to com-

binations of data realizations and hypotheses is a fundamental building block of statistical

analyses. Any consistent and general framework for assigning posterior degrees of belief

must be able to incorporate information in the form of a mixture of moment constraints

and direct observations that partially reveal the state of the system. In situations where we

have information in the form of a mixture of theoretical or experimental constraints on the

hypothesis as well as a direct observations of the state of system, we can adopt a constrained

entropy-favoring prior to reflect the degree to which the hypothesis meets the constraints and

then apply the observations through a likelihood function to the prior in order to compute

the posterior conditional on the available information.

For general multinomial systems the posterior distribution is a joint assignment of fre-

quencies P [q[X ], p[X ]] that implies a likelihood and prior P [p[X ]|q[X ]]P [q[X ]]. Information

in the form of direct observations of the state of the system determine the relative frequen-

cies of states p[X ] requiring a reassignment of probabilities in the posterior distribution to

be consistent with the data observations. When information rules out certain configura-

tions of the state space the principle of maximum entropy incorporates this information

in the form of constraints that make the prior distribution consistent with the information
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parameterized in term of the Legendre transform q̂θ,σ[X ], where θ,σ represent the model

parameters and tolerances of approximate constraints. If the constraints are known exactly

or approximately posterior inference follows from directly evaluating the conditional prob-

ability P [q[X ], p[X ]|θ,σ]. When constraint values are unknown they become part of the

hypothesis and posterior inference follows from the joint evaluation of P [q[X ], p[X ],θ,σ].

When interest centers on the value of the model parameters marginalization over the hy-

pothesis distribution q[X ] and the system is close to statistical equilibrium the posterior can

be approximated by the entropy maximizing likelihood and prior over model parameters.

In this situation the relationship between the principle of maximum entropy and Bayes’

theorem is clear.
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